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Abstract—It has been demonstrated that short-lag spatial 
coherence (SLSC) ultrasound imaging can provide improved 
speckle SNR and lesion CNR compared with conventional B-
mode images, especially in the presence of noise and clutter. 
Application of the van Cittert–Zernike theorem predicts that 
coherence among the ultrasound echoes received across an ar-
ray is reduced significantly away from the transmit focal depth, 
leading to a limited axial depth of field in SLSC images. Trans-
mit focus throughout the field of view can be achieved us-
ing synthetic aperture methods to combine multiple transmit 
events into a single final image. A synthetic aperture can be 
formed with either focused or diverging transmit beams. We 
explore the application of these methods to form synthetically 
focused channel data to create SLSC images with an extended 
axial depth of field. An analytical expression of SLSC image 
brightness through depth is derived for the dynamic receive 
focus case. Experimental results in a phantom and in vivo are 
presented and compared with dynamic receive focused SLSC 
images, demonstrating improved SNR and CNR away from the 
transmit focus and an axial depth of field four to five times 
longer.

I. Introduction

The van Cittert–Zernike (VCZ) theorem describes 
the spatial coherence of a wave field produced by an 

incoherent source. More specifically for ultrasound, the 
VCZ theorem predicts the similarity between echo signals 
received on spatially separated transducer elements. For 
a spatially incoherent medium, the coherence is related 
to the Fourier transform of the product of the intensity 
distribution of the transmitted beam and the square of 
the reflectivity function of the insonified medium. Mallart 
and Fink [1] and Liu and Waag [2] analyzed spatial co-
herence for ultrasound, demonstrating that the coherence 
function for a region of diffuse (randomly positioned, sub-
wavelength sized) scatterers decreases linearly out to the 
length of the transducer, assuming a rectangular apodiza-
tion, whereas a compact target has a constant coherence 
function at unity. Signals away from the transmit focal 
depth show decreased spatial coherence, as in Fig. 1.

Several groups have extended this idea to analyze sig-
nals based on their coherence, augmenting existing im-
aging methods by excluding signals with aberration or 
off-axis scattering [3], [4]. Recently, our group introduced 
an imaging technique called short-lag spatial coherence 
(SLSC) imaging that utilizes only coherence information 
to form an image rather than using coherence to enhance 
the echo brightness signal [5]. Each pixel in an SLSC im-
age is formed by integrating the measured coherence at 
small element separations, or lags. SLSC imaging takes 
advantage of the differentiation of structures by coherence 
in the short-lag region, where the difference between the 
curves is most evident. It has been shown that in many 
cases SLSC images demonstrate improved speckle SNR 
and contrast-to-noise ratio (CNR) compared with B-mode 
images [5]–[7].

Although there are benefits to using SLSC imaging 
over conventional B-mode imaging, the VCZ theorem pre-
dicts a reduction in coherence away from the transmit fo-
cal depth. Dynamic receive focusing improves the lateral 
point spread function through depth in B-mode imaging, 
making the resulting image fairly uniform in texture size 
despite a fixed transmit focus. Although applying receive 
delays is necessary in SLSC imaging to align signals before 
correlating the returned echoes, there is not an equiva-
lent receive focusing process that changes the shape of 
the coherence curve. SLSC images therefore demonstrate 
severely reduced uniformity in resolution and brightness 
away from the focal depth, especially in the near-field of 
the image. This reduced axial depth of field limits diag-
nostic value, particularly in fine anatomical structures re-
quiring high CNR and SNR to resolve. One solution used 
previously was to acquire multiple data sets with different 
transmit focal points, stitching together the acquisitions 
in post-processing to increase the axial depth of field. This 
method improves image quality but requires reduction of 
the frame rate to perform multiple acquisitions at succes-
sive transmit focal depths. This also leaves poor quality 
regions in the image caused by spaces between the chosen 
foci.

To address this problem, we propose using synthetic 
aperture focusing to achieve transmit focus throughout 
the field and improve coherence, and therefore image uni-
formity, at all depths. We briefly introduce three synthetic 
aperture focusing techniques and their relations to SLSC 
image formation. We demonstrate experimental images 
and image metrics from an anechoic lesion phantom and 
in vivo images from the human thyroid to show clinical 
applicability.
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II. Theory

The beamforming process is described here in two 
steps—focusing of the channel data and image formation.

A. Focusing

The received backscattered echoes from a converging 
transmit wave are focused by accounting for the time-of-
flight of the wavefront. The transmit and receive distances 
are converted to times and summed using the assumed 
sound speed to appropriately delay each receive channel 
signal. Fig. 2(a) shows the distances used in dynamic re-
ceive beamforming, assuming a fixed time to reach the 
focal point and calculating receive times from each axial 
depth. A single transmit event is used to focus data for a 
single lateral location, an A-line in the final image.

For a focal point at depth z f with element position xi 
and an assumed sound speed c, the necessary transit time 
td(i) for dynamic receive focusing of receive channel i for 
point (0, zp) is calculated using the array geometry with 
the origin at the center of the array.
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In contrast, synthetic aperture methods focus images 
by calculating both the transmit and receive times for 
every point in the field. Frazier and O’Brien [8] proposed 
a technique for a single-element transmit beam using a fo-
cused piston transducer. The focal point can be seen as a 
virtual source that has a known transmit delay, emitting a 
spherically diverging wave over a particular axial opening 
angle. Bae and Jeong [9] expanded this to linear arrays in 
a technique called “bi-directional pixel-based focusing” to 
take advantage of the increase in lateral spatial frequency 
bandwidth using a larger receive array. The distance be-

tween the virtual source and the point of interest is used 
to correct the transmit time, allowing calculation of the 
transmit time of the converging wave to the point of in-
terest and the receive time to each element of the receive 
array. Fig. 2(b) shows the delays viewed in terms of the 
isochronous contour at a particular radius from the virtual 
source. Any point at this radius shares the same transmit 
delay, whereas the axial and lateral positions determine 
the receive delay. The final image is created by combin-
ing the focused RF data from each transmit event into a 
single high-resolution image.

Using synthetic aperture focusing for a single transmit 
event, the transit time td(i) for receive channel i for a 
point located at (xp, zp) is found using the array geometry.
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The plus or minus term is positive for points after the 
transmit focus and negative for points before the trans-
mit focus. This term creates a discontinuity at the focal 
point, although this is not a problem for our imaging case. 
When it is desirable to remove this artifact, the focal point 
may be placed outside the field of view, as shown by Kim 
et al. [10]. Each subimage is only reconstructed within 
the hourglass-shaped region defined by the extent of the 
transmit elements and position of the virtual source. As 
detailed by Kortbek et al. [11] for a similar beamforming 
strategy, every point in the image will receive a different 
number of contributions from the set of transmit events 
and requires normalization. This is achieved by assum-
ing a constant signal amplitude within the transmit pro-

Fig. 1. Examples of estimated coherence functions of a laterally compact 
target and an extended fully developed speckle region at and away from 
the transmit focal depth. The coherence functions, calculated by correla-
tion between received RF signals, are plotted as a function of element 
spacing on an N-element array. 

Fig. 2. Three focusing schemes. (a) Dynamic receive focusing creates a 
single A-line from each transmit event. (b) Focused transmit synthetic 
aperture forms a subimage from each transmit event within the hour-
glass-shaped area of the pulse. (c) Diverging transmit synthetic aperture 
forms a subimage from each transmit event within the fan-beam-shaped 
area of the pulse. 
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file and dividing by the sum of the masks used to define 
the hourglass region for each transmit/receive event. The 
number of contributions to a given point depends on the 
distance between the virtual source and desired focal point 
and the focal gain of the transmit pulse.

The same idea can be used to place a source at or 
behind the physical array. Corl et al. [12] proposed ac-
quiring a series of individual element firings to build up 
a complete data set that can be focused at any point in 
the field in post-processing. However, this case is not of-
ten practical due to electronic SNR limitations in firing 
a single element at a time. Karaman et al. [13] proposed 
firing a small subaperture of elements focused to simulate 
a virtual source point behind the array. Each subaperture 
transmits a diverging wave with curvature determined 
by the distance from the virtual source to each element. 
These virtual sources can then be used to calculate trans-
mit time-of-flight and the physical receive elements can be 
used to calculate receive time-of-flight, shown in Fig. 2(c).

Using synthetic aperture focusing for a single transmit 
event with focus at −zf, the transit time td(i) for receive 
channel i for a point located at (xp, zp) is found using the 
array geometry.
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The total number of transmit events is reduced by the 
number of additional elements in the subaperture, reduc-
ing the effective transmit aperture size. The focused RF 
data from each subimage is summed to create a high-
resolution image.

Although the subimage construct is useful for visual-
izing the focusing process, it is necessary for SLSC image 
formation to produce channel data rather than summed 
RF. The same time-of-flight equations can be used to fo-
cus the data, but each transmit and receive event must be 
abstracted to a virtual receive channel. This is straightfor-
ward for the diverging wave case because every transmit 
event uses the same set of receive elements, so the virtual 
array channels correspond directly to the receive chan-
nels and the lateral locations are the lateral lines chosen 
for focusing. For the focused transmit synthetic aperture, 
each transmit event corresponds to a different set of physi-
cal channels on the array. Each subimage only partially 
overlaps with the others, so the virtual channels from each 
transmit event only partially overlap as well. This leads 
to a virtual array larger than each individual transmit or 
receive aperture, but with only partial channel data.

B. Image Formation

The time-delayed RF channel data produced as dis-
cussed in the previous section are then used to create a 
final two-dimensional image. B-mode image formation is 
defined by the summation of the RF data across the chan-
nel dimension to create A-lines and envelope detection of 
the resulting lines to remove the carrier frequency. The 

resulting envelope signals have a dynamic range of several 
orders of magnitude, so the images are displayed after 
logarithmic compression.

SLSC imaging uses the same set of time-delayed signals 
to calculate the spatial correlation between single-wave-
length axial kernels from pairs of signals received at vari-
ous receive element spacings [5]. The correlation values 
from all pairs at a given spacing are averaged to produce 
a single coherence value R̂ m( ) for that lag, creating a co-
herence curve at every axial and lateral point in the data 
set.
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Each pixel Rsl in the final SLSC image is formed by in-
tegrating the resulting curve to a small number of lags M 
and normalizing by the maximum resulting value.
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The result of this process is predicted by the combi-
nation of the VCZ theorem and the Fresnel diffraction 
integral for a region of diffuse scatterers. The Fresnel dif-
fraction integral states that the pressure in the field, P[x], 
from a linear-array transducer focused at depth zf is given 
by a Fourier transform of the aperture U[n] and the qua-
dratic phase term resulting from propagation of the wave 
to a depth z [14]. The transducer has N elements with 
pitch w.
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The aperture and additional phase term in parentheses 
can be combined into a single term, U1[n]. Application of 
the VCZ theorem produces an expression for the SLSC 
pixel intensity for a given incoherent target χ[x]. For a 
homogeneous speckle target, because the resulting SLSC 
value will be normalized by its maximum, χ[x] = 1 can be 
used in this expression.
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The phase terms outside the Fourier transform of U1[n] 
cancel because of the complex conjugate term and the 
scaling term is removed by normalization. The Fourier 
transform of U1[n] is denoted by ˆ .U x1[ ]
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This expression can be reduced using the duality prop-
erty and the Fourier transform relationship between mul-
tiplication and convolution.
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The result is simply the autocorrelation of the complex 
aperture, and provides the expected result of the VCZ 
theorem at the focus, where z = zf and the phase terms 
cancel. Walker and Trahey [15] arrived at a similar result 
for the effect of a thin screen aberrator on coherence, mod-
eling the aberrator as a phase shift at the aperture. This 
provides a method to analyze coherence away from the 
transmit focus, allowing prediction of the depth of field of 
an SLSC image. The effective aperture varies because of 
the phase terms, making it sensitive to changes in element 
count, array pitch, frequency, and focal point.

Fig. 3 shows a sample set of coherence curves through 
depth for a 128-element, 7.5-MHz, λ/2-pitch array with 
a transmit focus at 4 cm calculated using (10). In SLSC 
imaging, these curves are integrated over the short-lag re-
gion, up to M = 20 elements for the results shown in Fig. 4 
for different choices of transmit focal point. The most de-
fining characteristic of the curves is their asymmetry—the 
brightness falls off more slowly after the focus than it does 
before the focus because of the geometry of the wavefront. 
The curve gets broader as the focal point is moved deeper 
into the image with a fixed aperture, providing a larger 
depth of field.

It should be noted that SLSC pixel brightness is only a 
partial measure of image quality. Brightness is a normal-
ized quantity, but it is not possible to achieve a more 
uniform SLSC image texture by applying normalization 

through depth. This is because the brightness is related to 
the shape of the coherence curve, which itself is related to 
the pressure field. In B-mode imaging, the brightness is 
partially determined by attenuation and can be corrected 
using time-gain compensation without a change in focal 
properties. The closest analog in B-mode imaging to the 
SLSC brightness is the focal depth of field, defined as 
7.2 #

2λf  where f# is the f-number or ratio of focal depth to 
aperture width, although the exact value can vary de-
pending on the assumptions made [16]. For the case shown 
in Fig. 3, the expected B-mode depth of field would be 
1.4 cm, compared with 3.6 cm using the −6-dB points of 
the coherence curve. Although the SLSC depth of field is 
larger using these metrics, the image quality degrades 
more quickly outside of this region for SLSC than in B-
mode because of the dependence on transmit focusing.

III. Methods

A. Phantom and In Vivo Thyroid Experiments

RF channel data sets were collected using the Vera-
sonics ultrasound scanner (Verasonics Inc., Redmond, 
WA) using an ATL L12-5 256-element linear array (mul-
tiplexed for 128 channels in transmit and receive) with 
pitch 0.195 mm using a center frequency of 7.5 MHz. All 
data sets were stored for offline processing.

The first phantom imaging target was a uniform 36-
kPa CIRS elasticity phantom (Computerized Imaging 
Reference Systems Inc., Norfolk, VA) used to produce a 
speckle image. The imaging sequence acquired a linear B-
mode scan using 128 contiguous imaging elements at 129 
lateral imaging locations with a beamspacing of a single 
element and transmit focus at 45 mm. A second scan was 
performed by firing on and recording from individual ele-
ments from the center 128 elements of the array, imaging 
the same location in the phantom. A third scan was per-

Fig. 3. Coherence curves through depth for a 4 cm transmit focus using 
(10). Note the linear curve at the 4 cm depth marked with a white line. 
Integration over the short-lag region predicts short-lag spatial coherence 
(SLSC) brightness. 

Fig. 4. Short-lag spatial coherence (SLSC) brightness (normalized) ob-
tained by integrating coherence curves at various depths using (10). 
Curves shown for different focal points show that the shape of the curve 
depends on focal depth, among other parameters. 
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formed by firing groups of 11 elements across the center 
128 array elements with an f-number of 0.75, focused be-
hind the array to produce a diverging wave.

The second phantom imaging target was a Gammex 
408 LE Spherical Lesion Phantom (Gammex Inc., Mid-
dleton, WI) containing 4-mm-diameter anechoic lesions 
spaced 0.75 mm apart axially. Only the linear scan and 
11-element synthetic aperture scan were performed for 
this target. The individual-element sequence was omitted 
from this procedure because of poor electronic SNR on 
the resulting signals, which will be discussed later in this 
paper.

In vivo channel data sets of the thyroid and surround-
ing structures were collected from a healthy 59-year-old 
male using the same imaging sequences as the lesion phan-
tom. The acquisitions were performed with minimal time 
between sequences to produce similar views of the tar-
get. A flash Doppler sequence and native Verasonics color 
Doppler processing were used to provide real-time guid-
ance for scanning vasculature.

B. RF Channel Data Processing

Each data set was focused using dynamic receive focus-
ing to create a B-mode and SLSC image, as in Fig. 2(a). 
This same data set was used to perform focused transmit 
synthetic aperture focusing, as in Fig. 2(b), creating a 
matched B-mode and SLSC image over the same lateral 
and axial field of view. The central 128 virtual channels 
for each lateral location were used to produce the SLSC 
image. The diverging-wave data were processed to create 
a B-mode and SLSC image over the same field of view, as 
in Fig. 2(c).

In the uniform phantom, coherence curves were aver-
aged over 4 × 4 mm square regions through depth.

In the anechoic lesion phantom, 3.5-mm-diameter cir-
cular regions inside and outside of the anechoic lesion at a 
depth of 22 mm were used to calculate contrast, CNR, 
and speckle SNR. The mean values inside and outside the 
lesion are μi and μo, and the variances inside and outside 
the lesion are σ i

2 and σo
2, respectively.
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−20 dB of Gaussian random noise was added to the 
raw data from the anechoic lesion phantom before beam-
forming to improve CNR [5]. Axial depth of field was plot-
ted by averaging image brightness over a 1 mm lateral 
area between the lesions and using a moving average with 
a 6λ kernel axially.

For the in vivo data, power Doppler [16] and Kasai’s 
algorithm for color flow imaging [17] were used to identify 
vasculature and produce a mask for the region of inter-

est. This mask and a 3 × 3 mm square region outside the 
masked region were used to calculate contrast, CNR, and 
SNR.

IV. Results and Discussion

A. Uniform Phantom

Average coherence curves through depth are plotted for 
each focusing case in Fig. 5. The dynamic receive focus-
ing case in Fig. 5(a) shows close to the expected linear 
shape only at the focal depth of 45 mm. This curve, bar-
ring aberration or other degrading effects, should linearly 
decrease from a coherence of 1 at zero lag and extend 
out to the full width of the array. All other curves show 
decreased coherence, especially in the short-lag region. At 
the shallowest depths, the curves approach a delta func-
tion, indicating little to no coherence between the receive 
channels. Decreased coherence in the short-lag region 
translates to poor image quality and reduced brightness in 
the SLSC image. This result supports the typical realiza-
tion of SLSC images with a completely dark near-field and 
the coherence falling off slowly past the focal point, both 
of which are also predicted by the analytical expression.

The most striking observation of the focused transmit 
synthetic aperture in Fig. 5(b) is that the curve for each 
depth is approximately linear, indicating proper focusing, 
but each ends at a different number of lags. As described 
previously, each subaperture is properly focused at every 
depth but is made up of a different number of transmit 
elements based on the distance from the virtual source 
element and the opening angle of the source. The result 
at the focus is the same as in the dynamic receive case, 
with each of the 128 elements in the transmit aperture 
corresponding to physical elements. Before the transmit 
focus, fewer elements contribute to the wavefronts that 
trace out the isochronous volume and more virtual sources 
will likely not contribute. The effect beyond the transmit 
focus is similar but more subtle because of the distance 
from the array, so more elements contribute to any point 
on the wavefront. This is reflected in Fig. 5(b), where the 
curves past the focal point show roughly the same coher-
ence. Because of these extra geometric effects, the virtual 
source approach to quantifying effective aperture size is 
misleading for this focusing scheme.

Curves at all depths for the single-element diverging 
wave synthetic aperture case in Fig. 5(c) are linear and ex-
tend to the full length of the array. However, the lag-1 co-
herence value of each curve decreases with depth because 
of the poor electronic SNR of the single-element transmit. 
Using (18), derived in Appendix A, the observed electron-
ic SNR ranges from 9.9 dB to −6.5 dB at the measured 
depths. The noise-induced decrease in coherence makes 
this scheme a poor choice for SLSC imaging, so it is not 
considered in the other imaging tasks presented here.

An improvement to the single-element case can be 
made by transmitting a diverging wave on a small subap-
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erture of 11 elements. All curves in Fig. 5(d) show similar 
coherence and have high coherence in the short-lag region. 
Although the curves represent properly focused images, 
an interesting effect can be seen in all cases in that they 
are not linear. The curves have a distinctive shape that 
is characteristic of apodization. This shape has a minimal 
effect on the short-lag region, but is more thoroughly ex-
plored in Appendix B.

B. Anechoic Lesion Phantom

The SLSC images for each acquisition and focusing 
scheme are shown in Fig. 6. A circular region of interest 
and a corresponding background region are outlined in 
the first plot and image quality metrics for these regions 
are listed in Table I. The average brightness over a 1 mm 
lateral region of uniform background is plotted in Fig. 7 
to compare the depth of field of each image.

The dynamic receive image in Fig. 6(a) shows a limited 
depth of field, outside of which the image is dark and has 
overall poor image quality. As the transmit focus moves 
lower, the depth of field gets wider and extends the visible 
portion of the image. This pattern confirms the predic-
tions made by the analytical expression for SLSC image 
brightness through depth.

Compared with the B-mode image, SLSC only makes 
a significant improvement in image metrics near the focal 
point. Contrast is slightly decreased, as expected from 
previous literature, but there is a large improvement in 
both CNR and SNR. When the transmit focus is any-
where but the lesion of interest, the lesion is difficult to 
resolve from the background and qualitatively worse than 
the B-mode image despite the misleading contrast mea-
surement.

The focused transmit synthetic aperture image in Fig. 
6(b) demonstrates a drastic improvement in depth of field, 
with good image quality throughout the entire field of 
view past the most shallow region, which is determined 
by the angular sensitivity of the array. All five transmit 
focal points produce similar images and maintain roughly 
the same image metrics for the region of interest. The 
improvements previously seen only at the focal point are 
now seen for all transmit focal depths.

The diverging transmit synthetic aperture produces 
a similar result to the focused transmit synthetic aper-
ture scheme, as shown in Fig. 6(c). The electronic SNR at 
depth limits image quality more severely compared with 
the focused transmit. Both synthetic aperture techniques 
give substantial improvement over the previously pub-
lished dynamic receive SLSC technique [5].

Fig. 5. Coherence curves through depth from a uniform phantom demonstrating differences in expected shape. (a) Dynamic receive has linear coher-
ence only at the transmit focus at a depth of 45 mm. (b) Focused transmit synthetic aperture (45 mm transmit focus) has linear coherence at all 
depths but extends to different lags. (c) Single-element diverging wave synthetic aperture has linear coherence at all depths but has reduced coherence 
at depth due to electronic SNR. (d) 11-element diverging wave synthetic aperture has nearly linear coherence at all but the greatest depths due to 
improved electronic SNR. 
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Fig. 6. Short-lag spatial coherence (SLSC) images (M = 15) of an anechoic lesion phantom with (a) dynamic receive, (b) focused transmit synthetic 
aperture, and (c) diverging transmit synthetic aperture focus. For (a) and (b), five images show transmit focus at 12.9, 22.0, 31.4, 41.1, and 51.1 mm. 
Regions of interest inside and outside lesion are shown circled in first image.

TABLE I. Image Quality Metrics for Anechoic Lesion Phantom. 

Focus 
(mm)

B-mode SLSC

Contrast (dB) CNR SNR Contrast (dB) CNR SNR

Dynamic receive focus
  12.9 −10.6 1.2 1.8 −13.7 1.3 2.0
  22.0 −12.0 1.3 1.8 −7.5 2.2 5.7
  31.4 −10.8 1.3 1.9 −17.5 1.3 2.0
  41.1 −10.6 1.2 1.9 −23.7 1.8 1.9
  51.1 −10.2 1.2 1.9 −12.6 1.8 1.6
Focused synthetic aperture
  12.9 −12.4 1.3 1.8 −6.3 2.0 5.9
  22.0 −12.1 1.1 1.5 −6.3 2.0 5.7
  31.4 −11.8 1.3 1.8 −6.5 2.0 5.9
  41.1 −11.7 1.3 1.8 −5.7 1.8 6.1
  51.1 −11.4 1.3 1.8 −5.1 1.8 7.0
Diverging synthetic aperture
 N /A −10.9 1.2 1.8 −5.2 1.6 6.1

SLSC = short-lag spatial coherence; CNR = contrast-to-noise ratio.

Fig. 7. Short-lag spatial coherence (SLSC) brightness (M = 15) for an anechoic lesion phantom averaged over a 1 mm lateral region through depth 
for (a) dynamic receive, (b) focused transmit synthetic aperture, and (c) diverging wave synthetic aperture focusing. The curves for each depth in 
(b) are indistinguishable and are not individually labeled. 
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C. In Vivo Thyroid

Fig. 8 shows the results of the three focusing schemes 
for both B-mode and SLSC imaging. The color flow Dop-
pler image, thresholded using the power Doppler signal, 
shows small vasculature in the middle of the thyroid in 
Fig. 8(a). This hypoechoic target is used as the region of 
interest for image metric calculations with a 3-mm-square 
section of the background tissue at the same depth. The 
image quality metrics for this detection task are shown in 
Table II.

The dynamic receive SLSC image in Fig. 8(b) dem-
onstrates poor image quality away from the focal point 
of 25 mm, showing only the lowest section of vasculature 
clearly. Before the focus, it is difficult to distinguish the 
vessel despite the expectation of uniform thyroid tissue 
around it. The focused transmit synthetic aperture restores 
the structure in this region, allowing full visualization of 
the vessel in Fig. 8(c) despite the large axial extent. The 
diverging wave synthetic aperture shows a similar result 
in Fig. 8(d) with a slightly different background texture 
resulting from poor electronic SNR compared with the 
focused transmit. Both methods show significant improve-
ment over the dynamic receive SLSC method and clearly 
show the region of interest.

V. Conclusion

We have analytically described the restricted depth 
of field in dynamic receive SLSC imaging, a significant 
limitation compared with B-mode imaging. We have also 
shown that this issue can be resolved using synthetic ap-
erture techniques, comparing three common methods and 
detailing their coherence properties. The focused transmit 
synthetic aperture technique makes it possible to produce 
matched images between dynamic receive and synthetic 
aperture, making it an appealing research technique.

The practical drawbacks to either technique, as have 
been reported in other synthetic aperture literature, are 
the computational cost of post-processing the data and 
motion artifacts [18]. As work continues to be done to im-
plement such algorithms on largely parallel GPU or CPU 
systems, we expect these methods to become feasible for 
real-time scanning.

Appendix A 
Decorrelation Caused by Additive Noise  

on an Array

The correlation coefficient is a convenient metric 
measurable from experimental data that has been used 

Fig. 8. In vivo human thyroid with transmit focus at 25 mm. (a) Color flow Doppler showing flow in carotid artery and small vasculature in thyroid 
over B-mode image. Background sample taken from 3-mm-square region to the left of the region of interest. (b) Dynamic receive, (c) focused transmit 
synthetic aperture, and (d) diverging transmit synthetic aperture short-lag spatial coherence (SLSC) images (M = 10).

TABLE II. Image Quality Metrics for Small Vasculature in Human Thyroid. 

Type Contrast (dB) CNR SNR

B-mode image
 D ynamic receive focus −3.1 0.4 1.8
  Focused synthetic aperture −4.2 0.5 1.7
 D iverging synthetic aperture −3.8 0.4 1.7
SLSC image
 D ynamic receive focus −12.6 0.7 1.2
  Focused synthetic aperture −8.1 1.2 3.1
 D iverging synthetic aperture −4.2 0.7 3.1

CNR = contrast-to-noise ratio; SLSC = short-lag spatial coherence.
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to describe the electronic SNR of acquired signals [19]. 
However, a change in the derivation of this relationship 
is necessary to describe the expected SNR using channels 
across an array rather than on a beamformed A-line. The 
correlation is performed between the signals S0 and Sn on 
channels of an array n elements apart with additive inde-
pendent noise N0 and Nn.
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( )( )

( ) ( )

0 0

0 0
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This equation can be simplified by assuming that the 
noise and signal are uncorrelated.
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The correlation of signals on the two channels is de-
scribed by the linear coherence curve in fully-developed 
speckle with value 1 at zero lags and 1 − n/N at n lags 
on an N-element array. The signal power, PS, on these two 
elements is assumed to be the same and the noise power 
is given by PN.
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This can be rearranged to give a signal-to-noise ratio 
for a measured correlation coefficient at a given lag to 
find an experimental electronic SNR from a single set of 
channel data.
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Appendix B 
Synthetic Aperture Coherence

In contrast to the linear coherence curve obtained for 
either the focused transmit or the single-element synthetic 
aperture, experimental results for the multi-element di-
verging wave synthetic aperture show a distinctive curved 
shape. This type of curve is typically the result of apodiza-
tion of the transmit aperture. We can use the linearity 
of the focusing process to calculate an effective aperture 
from the subapertures to find the magnitude and phase of 
the focused aperture. Relying on the autocorrelation rela-
tionship derived earlier, we can also predict the coherence 
curve from this aperture.

An aperture of a total of N elements is divided into 
overlapping subapertures of M elements with single-ele-

ment spacing and an element pitch of w. Focusing is per-
formed in two stages—subaperture focusing to create a 
diverging wave and bulk focusing of the subapertures to 
form a focused beam. For each case, the distance between 
the center of the relevant aperture and the focal point is 
calculated.

Subaperture focusing uses the difference between the 
virtual source point at axial distance zf behind the array 
and the element within the subaperture located at aw, 
where a is an indexing term from the center of the sub-
aperture.

	 r z awa = ( )2 2
f + 	 (19)

Bulk focusing uses the difference between the focal 
point in the field, zp, and the virtual source point behind 
the array located at (bw, −zf) where b is an indexing term 
from the center of the array. The distance is taken with 
reference to the path length from the center of the array. 
To accommodate the Fresnel approximation, the distance 
is approximated using the Taylor expansion.

	 r z z bw z zb = ( ) ( ) ( )2 2
f p f p+ + − + 	 (20)

	 r
bw
z zb ≈ +
( )

2( )

2

f p
	 (21)

The phase across the array is also multiplied by the 
phase resulting from propagation from each physical ele-
ment n element widths from the center of the array to the 
focal point zp, represented by distance rn. This term comes 
directly from the Fresnel approximation.

	 r
nw
z zn ≈ +
( )
2( )

2

f p
	 (22)

Each element is represented by a delta function with a 
particular magnitude and phase. The combination of the 
phase terms from (19), (21), and (22), applied with appro-
priate signs resulting from the difference in diverging and 
converging wave propagation, gives a complex description 

Fig. 9. Effective aperture magnitude and phase for multi-element diverg-
ing wave synthetic aperture. A typical single-element synthetic aperture 
produces a uniform magnitude and phase. 
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of the resulting array. In a single-element synthetic aper-
ture, ra is zero and there is no overlap, so the weighting of 
each element is the same. In that case, the virtual source 
location is the element location, so rb and rn cancel and 
leave a uniform phase across the array. For a multi-ele-
ment subaperture, these phases do not completely cancel 
and leave a residual phase corresponding to each physical 
element. The resulting effective array U[n] therefore has 
nonuniform magnitude and phase.

	U n n a b e
b N M

N M

a M

M
jk rb[ ] = ( )

= 2

2

= 1 2

1 2
(

− −

−

− −

−
−∑ ∑ − +

( )

( )

( )

( )

[ ]
/

/

/

/

δ rr rn a− )	 (23)

The magnitudes and phases across the array vary be-
cause of the two phase terms in the previous expression, 
making them sensitive to changes in element count, array 
pitch, frequency, and virtual source point. Fig. 9 shows a 
sample case for a 128-element, 7.5-MHz array with a λ/2 
pitch using subapertures of 11 elements with an f-number 
of 0.75, focused behind the array. Notice the amplitude 
apodization compared with the uniform amplitude case, 
emphasizing high-frequency spatial content.

The difference between the effective aperture and a con-
ventional uniform aperture affects the resulting coherence 
curve, shown in Fig. 10. Integration in the SLSC image 
formation process minimizes the effect of the difference 
in the curves, but this effect should be considered in any 
application relying on signal coherence. The effective apo-
dization would also affect B-mode imaging, although this 
is not explored here. It is possible to reduce this effect by 
applying an appropriate apodization to each subaperture 
transmit depending on hardware capabilities.
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